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Abstract:

Artificial intelligence (Al) using deep learning models has been extensively used across
several fields, including medical imaging and healthcare applications. In the medical
domain, every judgment or choice is laden with danger. A physician will meticulously
assess a patient's condition prior to developing a coherent explanation based on the
patient's symptoms and/or an examination. Consequently, for Al to be a viable and
acceptable instrument, it must replicate human judgment and interpretative abilities.
Explainable Al (XAl) seeks to elucidate the underlying knowledge of deep learning's black-
box models, clarifying the decision-making processes involved. This study presents an
overview of the latest XAl approaches used in healthcare and associated medical imaging
applications. We outline and classify the forms of XAl, emphasizing the techniques used
to enhance interpretability in medical imaging subjects. Furthermore, we concentrate on
the complex XAl issues within medical applications and provide guidance for enhancing
the interpretability of deep learning models using XAl principles in medical picture and text
analysis. This survey offers guidance for developers and researchers in future studies on
clinical subjects, especially with medical imaging applications. A revolutionary transition
towards Healthcare 5.0 is anticipated in the healthcare sector. It broadens the operational
scope of Healthcare 4.0 and utilizes patient-focused digital wellbeing. Healthcare 5.0
emphasizes real-time patient monitoring, environmental management and wellbeing, as
well as privacy adherence using assistive technologies such as artificial intelligence (Al),
Internet of Things (loT), big data, and supportive networking channels. Nonetheless,
healthcare operational processes, the verifiability of predictive models, resilience, and the
absence of ethical and legal frameworks pose possible obstacles to the actualization of
Healthcare 5.0.
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1. Introduction

Presently, artificial intelligence, extensively used across several fields, demonstrates high efficiency and rapid
performance. This reflects the ongoing advancement and refinement of machine learning algorithms to address
many challenges, particularly in healthcare, positioning the use of Al in medical imaging as a significant scientific
focus [1]. Nonetheless, Al using deep learning algorithms lacks transparency, resulting in physicians' uncertainty
over diagnostic indicators. The crucial inquiry is how to provide compelling proof of the replies. Nonetheless, a
disparity persists between Al models and human comprehension, currently referred to as "black-box"
transparency. Consequently, several research studies concentrate on streamlining Al models to enhance
comprehension among doctors, thus increasing their trust in using these models [3]. In 2015, the Defense
Advanced Research Projects Agency (DARPA) of the United States created the explainable Al (XAl) paradigm.
Subsequently, in 2021, a trust Al initiative demonstrated that explainable artificial intelligence (XAI) may be used
across several multidisciplinary domains, including psychology, statistics, and computer science, potentially
offering explanations that enhance user trust [4].

XAl is an explicable model that elucidates the mechanisms behind predictions to foster trustworthiness, causality,
transferability, confidence, fairness, accessibility, and interaction [5,6]. For instance, as seen in Figure 1, it is very
advisable to ensure that the Al model's decision-making process is comprehensible to the public. The definition
of XAl is deemed insufficiently explicit according to [7]. Furthermore, the terms “explainable” and “interpretable”
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are linked to XAl concepts, whereby black-box models are deemed “explainable” when their predictions are
analyzed using post hoc procedures. A model that is "interpretable” seeks to provide outputs that are
comprehensible to humans in a stepwise manner [8]. The concept of explainability is contingent upon the
prediction task, as shown in [9]. Consequently, the concept of explainability may be assessed according to the
specific target users rather than by standardized criteria.
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In healthcare 5.0, medical technology anticipates the integration of millions of loT-based sensors that will transmit
data over fifth-generation (5G) network infrastructure to enhance digital wellness, intelligent healthcare, and
healthcare metrics. The integration of 5G, 10T, and Al creates a framework whereby intelligent mobile wearables
are amalgamated with mobile communication and medical technologies to provide convenient and distant
healthcare provision. Advanced 10T devices affixed to patients gather medical vitals, track progress, and diagnose
health issues, transmitting data to physicians and medical institutions with little human intervention. 5G in loT
offers 10 Gbps speed, sub-10ms latency, secure future communications, expanded cellular coverage, improved
network performance, and an approximate 90% improvement in battery longevity. Al algorithms, such as
convolutional neural networks (CNN) and deep neural networks (DNN), execute intricate operations on extensive
data sets, including image and text recognition, imaging, and provide precise illness prediction, detection, and
remote healthcare treatment.

The main objective of the XAl model is to fostering confidence in the Al system among individuals. Al users may
be categorized into two groups: (1) those possessing Al "expertise™ and (2) individuals without such expertise.
The first category pertains to specialists, algorithm creators, and scholars. They concentrate mostly on the Al
model, devising novel techniques to oversee the information flow of an algorithm, as well as elucidating and
enhancing its mechanisms. The second set of users mostly consists of domain specialists, including radiologists,
and the general public. The specialist physicians need more elucidation about Al models to get a technological
comprehension. Collaboration between academic and clinical researchers is advised.

Literature Review
The use of Al in healthcare has seen rapid progress in recent years, with research concentrating on its many
applications and effects. Maleki and Forouzanfar [14] conducted a comprehensive examination of Al's potential
in healthcare environments, highlighting its enhancements in diagnostic precision and patient care. Furthermore,
recent research by Kalra et al. [19] investigated the expanding significance of Al in medical diagnosis, namely its
incorporation into electronic health systems, and addressed the intricacies of integrating Al into clinical processes.
Liu et al. [20] provided a comprehensive survey of Al applications in medicine, elucidating several Al models
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and their efficacy in illness prediction and treatment.

Concurrently, XAl is an essential area in Al that focuses on the need for transparency and interpretability in Al
models. Arrieta et al. [21] conducted a comprehensive evaluation of XAl strategies, classifying them into model-
specific and model-agnostic categories, and emphasized the crucial significance of XAl in promoting trust and
accountability in Al systems. Significant research in XAl encompasses Tosun et al. [22], which examined
computational methodologies for XAl, presenting advanced tools for elucidation. Likewise, Longo et al. [23]
presented a prospective view on XAl 2.0, delineating new interdisciplinary research avenues and tackling
unresolved issues in Al model explainability.

Adadi and Berrada [24] examined the potential of XAl in several areas, including healthcare, highlighting
fundamental obstacles in making Al models interpretable and suggesting viable solutions. The significance of
Responsible Al, which includes ethical aspects like as justice, accountability, and transparency, has increased.
Dignum [25] delineated concepts of Responsible Al, highlighting the need of integrating ethical norms with Al
development methodologies. Mienye et al. [26] addressed fairness in Al, including methods for identifying and
alleviating biases in healthcare machine learning algorithms.

Recent improvements have concentrated on model-specific XAl algorithms that provide explanations intricately
embedded within the particular models used. An example is the research conducted by Konstantinov and Utkin
[27], which presented novel techniques to enhance the interpretability of gradient-boosting machines via the use
of parallel gradient boosting models. Their methodology employs linear combinations of boosting models and
incorporates Lasso-based strategies to adjust model weights, making it very useful for diagnostic instruments,
especially in fields like as cancer and cardiology. Furthermore, Raghavan [28] investigated the utilization of XAl
in deep learning models tailored for medical imaging, wherever model-specific methodologies such as Grad-CAM
and attention processes delivered instantaneous visual elucidations for MRI and CT scan evaluations.
A significant advancement in XAl is the emergence of hybrid XAl methods that integrate the advantages of both
model-specific and model-agnostic methodologies. This amalgamation augments the adaptability and scalability
of Al models across many healthcare sectors. Khan et al. [29] illustrated the use of hybrid XAl algorithms to
structured and unstructured medical data, enhancing explainability in clinical decision support systems. These
hybrid methodologies signify an emerging trend in XAl, overcoming the constraints of either model-agnostic or
model-specific techniques by offering both global and local explanations, hence augmenting the transparency of
Al systems used in intricate medical settings.

Holzinger et al. [30] emphasized the significance of human-in-the-loop (HITL) methodologies in artificial
intelligence, especially within the healthcare sector. They contended that Al systems must be both accurate and
capable of delivering explanations that are understandable to users in order to gain confidence and achieve
widespread adoption in clinical practice. Their research highlights the importance of theoretical frameworks for
XAl and the practical significance of HITL approaches in facilitating efficient Al integration.
Currently, the majority of available studies and surveys on Al and XAl provide a comprehensive overview of the
domain, emphasizing particular applications or theoretical advancements. Singla [31] examined the use of Al in
healthcare, offering insights on its potential but neglecting the interpretability issues encountered by healthcare
workers. Esteva et al. [32] and Kaul et al. [33] similarly examined deep learning in healthcare, providing insights
into its potential but neglecting the interpretability issues inherent to these models. This study seeks to provide a
thorough overview of XAl in healthcare, including fundamental ideas, various applications, problems, and
prospects for future research. This review seeks to address the existing vacuum in the literature and provide
practical insights for academics, practitioners, and policymakers in the domain of healthcare Al.

Confidentiality and Privacy

Al systems need real-time data updates, presenting a systemic danger. The opaque nature of Al may lead to several
security issues originating from both internal and external sources. These issues may pertain to the algorithm itself
or external factors, such as user misuse and the generation of fraudulent datasets via network assaults [13,14]. In
[15], the authors delineated three categories of security vulnerabilities associated with black-box Al: network
assaults, system bias, and mismatch attacks. These dangers may result in significant repercussions for healthcare
systems. Consequently, several research have examined and suggested solutions for XAl models regarding data
security [16,17].
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Ethics and Responsibilities

The medical field has established additional requirements for the application of Al, and clarifying the ethics and
responsibilities associated with Al presents a significant challenge. Irresponsible Al may result in a reduction of
medical personnel and patients [18]. Additionally, it encompasses the ethical considerations surrounding data
privacy in the context of Al models. The current state of Al inspection and accountability is in its nascent phase.
Further information regarding these issues and the interpretable functions of Al is available in [19,20]. The
concept of responsible Al is analyzed to develop notions of responsibility within technological domains [21].
Explainability is a crucial factor in elucidating the responsibilities associated with Al.

2.3. Bias and Fairness

An Al model is trained on datasets with intrinsic qualities, which may include latent bias. In applications for age
and skin color identification using photos of diverse ages and ethnicities, the Al model demonstrated a bias
towards lighter skin tones and those aged 45 years [22]. Moreover, the inherent dangers in large data techniques
that must not be overlooked facilitate heightened bias and repetition or amplify human mistakes [23]. The bias
may originate from data, algorithms, and user interactions. This will significantly impact the equity of Al models,
resulting in disparate outcomes for various individuals. In clinical medicine, various individuals may exhibit
distinct symptoms that influence the algorithm. Consequently, it is essential to anticipate the effects of bias in Al
algorithms within medical practice. This warrants thorough investigation when using Al in customized medicine.

3. Explainable Artificial Intelligence Techniques

A high-level summary of the several types of XAl with potential medical applications is given in this section.
There are several criteria used to categorize XAl approaches, according to the research published in recent years.
The classification criteria and associated categories for XAl approaches are shown in Figure 2. Table 1 displays
the most popular XAl approaches utilized in medical domains, organized according to these categories. Table 2
also includes the most recent publications that have used the XAl approach. We have organized the table into
sections for easier reading: explainable methodologies, modalities, and application descriptions.

-
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Figure 2. Categorization of explainable Al methods [1]

Introduction of the Explainable Al Method: A Brief Overview
A number of industries make use of XAl, but medical imaging is one of the most prevalent. The significance of
XAl in healthcare applications is highlighted in this section.

4.1. Saliency

Saliency employs the squared gradient value as the significance score for various input characteristics [28]. The
input may consist of graph nodes, edges, or node attributes. It posits that a greater gradient value correlates with
the most significant aspects. Despite its simplicity and efficiency, it has several drawbacks. For instance, it might
just indicate the sensitivity between the input and output, failing to convey the significance with precision.
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Furthermore, it exhibits a saturation issue. In places where the performance model attains saturation, the output
variation in response to any input alteration is minimal, rendering the gradient insufficient to accurately represent
the extent of input contribution.

Guided backpropagation (BP), which operates on a premise similar to that of the saliency map, alters the gradient
backpropagation process [29]. Due of the difficulty in interpreting negative gradients, guided backpropagation
only propagates positive gradients while nullifying negative gradients. Consequently, guided backpropagation has
the same constraints as saliency maps.

One method to circumvent these constraints is to use layer-wise relevance propagation (LRP) [31] and deep Taylor
decomposition (DTD) [74]. LRP and DTD enhance a model's interpretability. In DTD, neural networks use
intricate non-linear functions represented by a sequence of elementary functions. In LRP, the significance of each
neuron in the network is sent backward, enabling the quantification of each neuron's contribution to the final
output. Numerous regulations are formulated for a particular kind of layer inside a neural network [31,74]. LRP
serves as the basis for disseminating relevance across a network, whereas DTD facilitates the approximation of
the intricate non-linear functions used by the network. LRP and DTD may address the shortcomings of saliency
maps and provide more precise explanations [75].Market Trends and Research Data

EXAI is becoming significant across many sectors, including healthcare, retail, marketing, media and
entertainment, aerospace and defense, insurance, financial services, and the industrial Internet of Things (110T),
among others. EXAI provides benefits such as enhanced client retention, improved inventory management,
superior design interpretability, elevated performance and scalability, and decreased cost estimate. For instance,
EXAI in the retail sector may forecast forthcoming fashion trends and enables businesses to showcase the newest
items. In the e-commerce sector, EXAI may facilitate product searches based on its stored recommendations. In
the formulation of corporate strategy, EXAI offers accountability and insights into essential business basics,
including sales, consumer behavior patterns, and staff turnover, therefore reinforcing ethical business standards
and mitigating bias and brand reputation damage. Recent market trends in EXAI indicate substantial benefits,
including improved client retention, optimized management, and defect identification. In 2019, a third-party
application developer compromised approximately 500 million Facebook accounts on Amazon Cloud Service
during a fraud incident [23]. In 2020, a cyberattack targeted the core server of the National Highway Authorities
of India (NHAI) because to inadequate cybersecurity architecture. In these situations, EXAI can elucidate the
reasons behind such instances and provide measures to prevent future cyber assaults.

Methodology
The survey's design and methods adhere to the norms and restrictions established, The survey comprises six
fundamental and analytical processes outlined in the following subsections.

A. Review Plan

The survey methodically emphasizes and delineates the issue description and outline. The essential aspects
highlighted in the literature include (i) identification of the research question, (ii) analysis of data sources, research
studies, and publications, (iii) logical parameters established for keyword searches relevant to the research, (iv)
criteria for inclusion and exclusion, and (v) standardization and assessment of the search and research writing
process.

B. Research Questions

The first phase of the survey involves articulating the research question to evaluate the survey's goals. This inquiry
primarily addresses (i) the evolution and technological trends of EXAI in healthcare 5.0 applications, (ii) the
seamless integration of technological advancements such as Al, 5G, and beyond (B5G) networks, along with FL
in diverse applications to guarantee a quality user experience and interaction, and (iii) insights gained from the
survey and the identification of future prospects within various human-centric applications.

C. Data Sources

The literature database employed for research is most relevant to computer science and medicine/healthcare. The
literature explored IEEE Xplore, ACM Digital Library, PubMed etc., for research. This database provides a rich
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source of information content. The study [35], [36] also recommends other electronic sources such as books, web
blogs, preprints, articles, and patents for incorporation in the survey of interest.

Discussion, Challenges, and Prospects

Recent advancements in medical imaging mostly use post-interpretation techniques rather than model-based
interpretation, with CAM and GCAM models being extensively utilized. These works concentrate on the
implementation of algorithms, with interpretable techniques serving as an adjunct to the algorithms. In the lack of
systematic advancements in XAl, there is a tendency to use local interpretation approaches to elucidate the
examined situations. In the context of CNNs used to medical imaging, a saliency map serves as a straightforward
instrument for elucidating the network's regions of interest [97]. Eight interpretable saliency map approaches,
including Grad-CAM, guided backpropagation, and guided Grad-CAM, were assessed [19]. Nonetheless, the
performance on the testing datasets was uncompetitive [19]. Consequently, several obstacles continue to confront
the XAl approach.

Conclusion

This work has delineated some prominent XAl approaches about their concepts and implementation in medical
imaging applications, including their efficacy. The algorithms were first categorized into many unique
classifications. The use of Al in medical imaging has led to discussions over a prominent explainable Al (XAl)
linked to medical picture classifications. A description of the applications of the newly suggested XAl
methodologies to enhance the interpretability of their models was also provided. Moreover, the need for
interpretable models in radiomic analysis was elucidated and examined. In conclusion, the discussion and analysis
of the medical needs of XAl, together with its opportunities and obstacles for future exploration, were also
presented. The survey delineates the fundamentals of EXAI, relevant metrics, and various implementations of
EXAI use cases. The case study includes performance assessments that substantiate the advantages of EXAI in
healthcare environments. The discussion encompasses the unresolved difficulties, research obstacles, and insights
gained from the survey.
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